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¢ Platform-independent user

e interface

B ->Browser-based, Responsive
web design

¢ Operation, monitoring,
logging of devices and
measurement

Instrument management server

¢ Trend graph of device status
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Several scan area in momentum(Q)-energy() space from one measurement
Different physics phenomea in a sample can be obtained at a same time
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New method for measurents of multi-dimensional data

Previous Method To cover wider scan area in Q- space, this requires several tens of Step-
by-Step measurements with different sample orientation and merge them.
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Incremental analysis of events
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1. Enable to change analysis parameters during monitoring.
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* Web-based interface
* Browsing metadata catalogue and searching experimental data

 Downloading raw data and log files
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¢ Hardware dependent software have been developed by MLF for future
developments of hardware
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Requested Fund (not approved):
0.3 BYen for construction
0.05 BYen for running

The Environment for:
* Flexible Handling of Variety of information
e Advanced analysis

Data

50 ~ 100 MB/sec
(at IMW from MLF)

Analysis & Visualization

* Reduction to scattering function
* Analysis of atomic structure,
phonon & spin correlation
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Analysis & Visualization

300 cores & 2.4 TB RAM

Data storage

1 PB/ year
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Broad band network

1~ 10 Gbps

Remote access

hundreds of users
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Simulation ?

* Scattering function

* Calculation of atomic
structure, phonon & spin
correlation

Data management
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* Authorization mechanism
* Disclosure of data after the period




Lessons

¢ MLF focused on developments of “hardware dependent”
components

It was difficult to collaborate with other facilities

e We had almost no ability to collaborate

The components were essential for MLF even-though the man-power
shortage

¢ Now, core members, who have the ability to collaborate
with outside researchers, exists at MLF (~ 8 people from J-
PARC center & CROSS )

Event-recording DAQ & Analysis

¢ Issues:

We have started to re-build data reduction library with beam line
scientists

Use of existing software and collaboration for software developments
are essential for “data interpretation”.



